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Definition

A symmetric matrix is a square matrix A such that AT = A.

If A is symmetric, aij = aji
aii is arbitrary

Are these matrices symmetric?

[
−1 0
0 2

]
,

 0 −1 −2
−1 2 3
−2 3 0

 ,
−1 −1 −2

1 2 3
2 3 0
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Example

If possible, diagonalize the matrix

A =

 6 −2 −1
−2 6 −1
−1 −1 5



Characteristic equation
−λ3 + 17λ2 − 90λ+ 144 = −(λ− 8)(λ− 6)(λ− 3) = 0

v1 =

−1
1
0

 , v2 =

−1
−1
2

 , v3 =

11
1
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Theorem
If A is symmetric, then any two eigenvectors from different
eigenspace are orthogonal.



Orthogonally Diagonalizable

An n× n matrix A is said to be orthogonally diagonalizable if
there are an orthogonal matrix P and a diagonal matrix D such that

A = PDP T = PDP−1

Theorem
An n× n matrix A is orthogonally diagonalizable if and only if
A is a symmetric matrix.
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Example

Orthogonally diagonalize the matrix

A =

 3 −2 4
−2 6 2
4 2 3

 ,
whose characteristic polynomial is

λ3 − 12λ2 + 21λ+ 98 =

(λ− 7)2(λ+ 2)
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Spectral Theorem for Symmetric Matrices

An n× n symmetric matrix A has the following properties:

A has n real eigenvalues, counting multiplicities.

The dimension of the eigenspace for each eigenvalue
(geometric multiplicity) λ equals the multiplicity of λ as a root
of the characteristic quations.

The eigenspaces are mutually orthogonal.

A is orthogonally diagonalizable.
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Spectral Decomposition

A = PDP T

=
[
u1 · · · un

] λ1 0
. . .

0 λn

uT1...
uTn



=
[
λ1u1 · · · λnun

] uT1...
uTn



Then we have

A = λ1u1u
T
1 + λ2u2u

T
2 + · · ·+ λnunu

T
n
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Exercises

Orthogonally diagonalize this matrix, provided that its
eigenvalues are -2 and 7 3 −2 4

−2 6 2
4 2 3


Suppose A is a symmetric n× n matrix and B is any n×m
matrix. Show that BTAB, BTB and BBT are symmetric
matrices.

Suppose A is invertible and orthogonally diagonalizable.
Explain why A−1 is also orthogonally diagonalizable.




