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Are these matrices symmetric?

0 —1 -2 —1 -1 -2
[_01 g] -1 2 3|, |1 2 3
-2 3 0 2 3 0



If possible, diagonalize the matrix

6 —2 —1
A=|-2 6 -1
-1 -1 5
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If possible, diagonalize the matrix

6 —2 —1
A=|-2 6 -1
-1 -1 5

@ Characteristic equation
“AMH1TA2 - 90N +144 = -(A=8)(A=6)(A=3) =0

1

1

—1 —1

| <[ V7] - E I
Quv=|1]|, vo=|-1|, v3=1]1 0 L 2rve] Luvi]
0 2 1



If A is symmetric, then any two eigenvectors from different
eigenspace are orthogonal.




Orthogonally Diagonalizable

An n x n matrix A is said to be orthogonally diagonalizable if
there are an orthogonal matrix P and a diagonal matrix D such that
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Orthogonally Diagonalizable

An n x n matrix A is said to be orthogonally diagonalizable if
there are an orthogonal matrix P and a diagonal matrix D such that

A=PDPT = ppp-!

An n x n matrix A is orthogonally diagonalizable if and only if
A is a symmetric matrix.




Orthogonally diagonalize the matrix

3 -2 4
A=1|-2 6 2|,
4 2 3

whose characteristic polynomial is

A — 1202 421\ + 98 =




Orthogonally diagonalize the matrix

3 -2 4
A=1|-2 6 2|,
4 2 3

whose characteristic polynomial is

—1 1 12 -2/3
A 2:vy= | —1/2 m=—22v=—| -1 |=|-1/3
] A - o
2 — 1/ 1/vV2 —1/J18 -2/3
5 0= u = 8 P=[u m w]= 0 4/4/1
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Spectral Theorem for Symmetric Matrices

An n x n symmetric matrix A has the following properties:
@ A has n real eigenvalues, counting multiplicities.

@ The dimension of the eigenspace for each eigenvalue
(geometric multiplicity) A equals the multiplicity of A as a root
of the characteristic quations.

@ The eigenspaces are mutually orthogonal.
@ A is orthogonally diagonalizable.
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Then we have

T

A= )\1UJ1U{ + )\Q'UQUQ + -+ )\nunug



Exercises

@ Orthogonally diagonalize this matrix, provided that its
eigenvalues are -2 and 7

3 =24
-2 6 2
4 2 3

@ Suppose A is a symmetric n X n matrix and B is any n X m
matrix. Show that BT AB, BT B and BB” are symmetric
matrices.

@ Suppose A is invertible and orthogonally diagonalizable.
Explain why A1 is also orthogonally diagonalizable.





